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Example Problem

Claim An average Engineering student drink more beer on
Saturdays than an average Business student.

We can form hypotheses
H0 : µE − µB = 0
H1 : µE − µB > 0

Poll two populations
E1,E2,E3, . . . ,En
B1,B2,B3, . . . ,Bm

Two sample means to use: Ē and B̄
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Recall

Z =
Ē − B̄ − δ0√
σ2

E/nE + σ2
B/nB

Null hypothesis: H0 : µE − µY = δ0

(one-sided) reject if Z > zα
(two-sided) reject if |Z | > zα/2

What do we do when σE and σB are unknown.
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Using Sample Standard Deviation

Z =
Ē − B̄ − δ0√
σ2

E/nE + σ2
B/nB

What happens if we replace σ 7→ s?

T =
X̄ − Ȳ − δ0√

s2
X/nX + s2

Y/nY

This is t-distributed — not z-distributed
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Using the t-distribution

T =
X̄ − Ȳ − δ0√

s2
X/nX + s2

Y/nY

T ∼ T (ν)

ν =
(s2

X/nX + s2
Y/nY )2

(s2
X/nX )2

nX−1 +
(s2

Y /nY )2

nY−1

If nX and nY are large, then ν is large
If ν is large, then we use normal distribution
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Summary

Comparing two treatments is a common problem
Null hypothesis: H0 : µX − µY = 0

more generally H0 : µX − µY = δ

Observable statistic: D = X̄ − Ȳ

T =
X̄ − Ȳ − δ0√

s2
X/nX + s2

Y/nY

(1)

ν =
(s2

X/nX + s2
Y/nY )2

(s2
X/nX )2

nX−1 +
(s2

Y /nY )2

nY−1

(2)

(one-sided) reject if T > tνα
(two-sided) reject if |T | > tνα/2
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